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Abstract

TheCMSexperimentatCERN,theEuropeanOrganization
for NuclearResearch,is currently settingup a Data Grid
which will provide accessto severalTerabytesof data,dis-
tributedandreplicated.In therealproductionenvironment
datawill beproducedin differentcountriesonbothsidesof
theAtlantic by theendof year2000.Thestringentrequire-
mentsof dataconsistency, securityand high-speedtrans-
fer of hugeamountsof data,imposedby the physicscom-
munity needto besatisfiedby anasynchronousreplication
mechanism.A pilot projectcalledthe Grid DataManage-
mentPilot (GDMP) hasbeeninitiatedwhich is responsible
for asynchronouslyreplicating large object-orienteddata
storesover the wide-areanetwork to globally distributed
sites.We presentthedesign,architecture,functionalityand
performanceresultsof our first working prototype. Dif-
ferentreplicationpoliciesandprotocolsaresupportedthat
rangefrom strictly synchronousto ratherrelaxed asychn-
ronousmodelsin termsof dataconsistency.

We believe that this first prototypecan be regardedas
a pioneersteptowardsa DataGrid andasa prototypefor
replicationmanagementwithin otherDataGrid approaches
like PPDG,GriPhyNandtheEU-DataGrid[8, 14, 3].

1 Introduction

Next generationHigh Energy Physicsapplicationsarechar-
acterisedby large amounts(several Petabytes)of mostly
read-onlydatathataredistributedandreplicatedaroundthe
globe. The visualisationandanalysisof physicsdatawill
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bring thephysicscommunitya stepfurther in investigating
theultimateconstituenciesof matter, thebig bangandhence
our earth. Within the CompactMuon Solenoid(CMS) ex-
perimentat CERN,theEuropeanOrganizationfor Nuclear
Research,we aresettingup a DataGrid [4] infrastructure
requiredto fulfil theneedsof thephysicscommunity. Note
that this real word productionhasa smallerscalethanthe
DataGrid project[10, 3] that startsofficially in the begin-
ningof year2001.

Physics data in CMS are stored in object-oriented
databases.Currently, existing commercialdatabaseman-
agementsystemsprovide replicationfeaturesbut they fail
to satisfy the stringentrequirementsof consistency, secu-
rity andhigh-speedtransfersof hugeamountsof data,im-
posedby thephysicscommunity. An asynchronousreplica-
tionmechanismthatsupportsdifferentlevelsof consistency,
a uniform securitypolicy andan efficient datatransferare
necessary.

RecentlyGrids have becomevery popular in the dis-
tributedandparallelcomputingcommunities.Whereasin
the past we have beenspeakingabout meta and cluster
computing,the trendhasturnedto Grid computingwhere
thenetwork betweendifferentnodesspansseveralcountries
andevencontinents.First dataintensive applicationin the
eraof meta-computingwerethesocalledGrandChallenges
which dealtwith weatherforecast,climatesimulationand
aero-andfluid dynamics[16].

Basically existing Grid technologycan be categorised
into two major fields, the traditional computationalGrids
anddataintensive Grids, calledDataGrid. At CERN,we
arecurrentlysettingupaDataGrid infrastructurethatdeals
with severalPetabytesof datadistributedandreplicatedall
aroundthe globe[10]. Most of the dataareread-onlyand
requiresophisticateddatamanagementstrategiesfor distri-



bution,replicationandaccess.Oneof thecoremiddle-ware
working groupsof CERN’s DataGrid projectdealsexplic-
itly with thesedatamanagementissues.Within the Com-
pactMuonSolenoid(CMS) experimentat CERN,first data
productiontestsarecurrentlybeingdoneon the Grid. We
expectseveralTerabytesof datato beproducedandstored
this yearwhich will bea preparationfor thePetabyte-scale
datataking in the years2005 and onwards. This pioneer
stepin thedirectionof a DataGrid requiresa specialsoft-
waretool thatdealswith consistent,secureandhigh-speed
transfersof hugeamountsof data.Theneedfor sucha pro-
ductionsystemaswell asthefactthatthedatamanagement
working groupwantedto have a prototypeproject for as-
sessingexisting Grid technologieswerethetriggersfor the
Grid DataManagementPilot (GDMP) project. GDMP can
beregardedasthefirst prototypeof aDataGrid thatis used
in aproductionenvironment.It is currentlybeingtestedand
usedin theHigh Energy Physics(HEP)community, but the
designis flexible andopenenoughto be appliedto other
dataintensive researchcommunitiesaswell.

In theremainderof thispaperwemainlyaddressthespe-
cific requirementsof theCMS experiment.Althoughmost
of the existing andnext generationHEP experimentsdeal
with large amountsof data, the datamanagementis han-
dled in different ways. This rangesfrom storing data in
large flat files to deploying object-orientedand relational
databasemanagementsystems(DBMS). TheCMS experi-
menthaschosenan object-orientedsoftwaredevelopment
environment,henceit is anaturaloutcometo useanobject-
orienteddatabasefor datastorage.TheDBMS of choiceis
Objectivity/DB [13].

A pilot project called Grid Data ManagementPilot
(GDMP) [9] has been initiated which is responsiblefor
asynchronouslyreplicatinglargeobject-orienteddatastores
over thewide-areanetwork to globallydistributedsites.We
presentthe design,architecture,functionality and perfor-
manceresultsof our first working prototype. The middle-
ware of choice is the Globus [6] toolkit that provides
promisingfunctionality. Wepresenttestresultswhichprove
theability of theGlobustoolkit to beusedasanunderlying
technologyfor a world-wideDataGrid. The requireddata
managementfunctionalitiesinclude high-speedfile trans-
fers,secureaccessto remotefiles, selectionandsynchroni-
sationof replicasandmanagingthemetainformation. The
wholesystemis expectedto beflexible enoughto incorpo-
ratesitespecificpolicies.Thedatamanagementgranularity
is currentlythefile. However, futureextensionsof thesys-
temwill alsoallow objectreplication.

We presentanovel approachto useexistingmiddle-ware
technologiesin orderto handlethereplicationmanagement
of globally distributed data. Our first prototypeis being
usedby the CMS experimentfor the managementof sim-
ulatedphysicsdataover thewide areaon bothsidesof the

Atlantic. Wewill beoneof thepioneersto usetheDataGrid
functionality in a running productionsystem. Although
thereis recentlymucheffort goingon in theGrid commu-
nity to dealwith themanagementof largeamountsof data,
theGDMP projectcanbeviewedasanevaluatorof differ-
entstrategies,atestfor thecapabilitiesof middle-waretools
anda providerof basicGrid functionalities.

GDMP is a multi-threadedclient-server systemthateffi-
ciently andsecurelytransfersfiles from onesite to another
one. It allows for certainnetwork failuredetectionandre-
covery. Thus,an optimalutilisation of network bandwidth
canbe established.Sitesthat are temporarilyunavailable
via network links arethemselvesresponsiblefor gettingthe
latest information from other sites in the Grid. Different
replicationpoliciesandprotocolsaresupportedthat range
from very stringentsynchronousto rather relaxed asych-
nronousmodelsin termsof dataconsistency [1, 5]. We
adoptthe Globus communicationmechanismfor messag-
ing which is usedby differentcomponents.Moreover, the
responsibilityof a singlesiteto initiate datatransfercanbe
changed.A subscriptionmodelallows a site to determine
for itself thefreshnessof data.Eventotal independenceand
very infrequentrequestsfor datacanbeestablished.

Thecurrentarchitectureanddesignpresentedin this pa-
peris basedon Objectivity. We make GDMP moreflexible
in thefutureto handleeverykind of files,not just Objectiv-
ity files.

Thepaperis organisedasfollows.Section2 elaborateson
middle-warerequirementsandtheGlobusfeaturesthatare
usedby GDMP. Section3 explainsthedatamodel,therole
of the Objectivity andreplicationpoliciessupported.The
GDMP architectureis presentedin the following section.
Section5 coversfault toleranceaspectsandfailurerecovery
mechanisms.In the next sectionwe give our experimental
resultsgainedby transatlantictests. Finally, we conclude
thepaperandgivestatementson futurework.

2 Middle-ware Selection

2.1 Globus

The middle-ware is the basicinfrastructurewhich actsas
a uniform corefor heterogeneousapplicationsbuilt on top.
Severalmiddle-waretoolsexist for theGrid. Only to name
a few of the most well known ones: Globus [6], Legion
[12], Condor[2]. Basedon someevaluationof theseex-
isting softwaresystemswe have chosenGlobusasour core
middle-ware toolkit sinceit provides the most commonly
requiredfunctionality for a Grid infrastructure. Further-
more,Globusis alsoheadingin thedirectionof DataGrids
andis farmoreadvancedin thisaspectthanany of theother
existingmiddle-wareenvironments.



2.2 Features used from Globus

SinceGDMP is currentlyonly focusingon the Data Grid
functionality, we useonly a limited setof theentireGlobus
toolkit.

A maindesignissuein GDMP is to havea securitycom-
ponentthat enablesauthenticationandauthorisation.The
GlobusGSI securityinfrastructureprovidesthebasicfunc-
tionality weneed.

In a distributedcomputingenvironmentit is essentialto
have a communicationmechanismwhich can be usedby
componentsto exchangecontrolmessagesandto startser-
vices remotely. The Globus toolkit offers two distinctive
communicationlibrarieswhich we have evaluatedby con-
sideringspecific requirementsfor a replicationsystemin
a dataintensive Grid application. Thesetwo librariesare
GlobusIO andGlobusNexus. GlobusIO is a thin layeron
top of basicsocketcommunicationandprovidesanAPI for
easily managingsocketsover TCP or UDP. Nexus on the
other handhasa more abstractAPI that allows to handle
functionsanddatatypesfor messagepassing.Our compar-
ison anddiscussionswith the Globus teamhave leadus to
usetheGlobusIO library. We usetheGlobusdataconver-
sionlibrary for providing high level interfacesto our appli-
cationsthataresimilar to RPCcalls.

We usethe Globus threadlibrary for the multi-threaded
GDMP server. This library implementsa subsetof POSIX
thread standard and provides a portable Grid-enabled
threadedenvironment.

Once the Globus ReplicaCatalogueand Grid-FTP are
ready, we will includetheseinto theGDMP architectureto
allow for a moreflexible file replicationmodel. Currently
an implementationof theWU-FTPserver andtheNC-FTP
client areusedfor secureandfastfile transfersandObjec-
tivity’snativecatalogueis usedfor file management.

3 Architecture

The GDMP software consists of several modules that
closelywork togetherbut areeasilyreplaceable.In thissec-
tion we describethemodulesandthesoftwarearchitecture
of GDMP. The coremodulesareControl Communication,
RequestManager, Security, DatabaseManagerandtheData
Mover. An applicationwhich is visible asa command-line
tool usesoneor severalof thesemodules.

3.1 Control Communication Module

We baseour systemon the client-server approach. This
moduletakes careof the control communicationbetween
theclientsandtheservers.ThemoduleusestheGlobusIO
library asthemiddle-wareandbuildshigh level functional-
ity on top. It takescareof the intricaciesrelatedto socket
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communicationover thewideareabetweennodeswith het-
erogeneousarchitectures.The functionality includesstart-
ing andstoppingthe server, connectinganddisconnecting
theclient to andfrom theserver andsendingandreceiving
messagesat both the client andserver ends. This module
providesservicesto themodulesin thelayersabove.

3.2 Data Mover Module

Themainpurposeof GDMP is to move files over thewide
areain an automatic,efficient andfault tolerantway. This
is themodulewhich actuallytransfersfiles physicallyfrom
onelocationto anotherone. It usesthe NC-FTPclient li-
brariesto opena connectionwith the WU-FTP server on
the server end. Sincewe usethe GSI-NCFTPclient and
the GSI-WUFTPserver, we have the samesecuritymech-
anism(Globus Security Infrastructure)for both the Con-
trol Communicationandthe DataMover. The functional-
ity includesclient authenticationand authorisationbefore
the transferstarts,transferringfiles to andfrom the server,
validatingthetransferredfilesusingthefile sizeandcheck-
suminformation,resumingthe file transferfrom the latest
checkpointafter a network failure, usinga progressmeter
to outputtheprogressduringa file transferandfinally log-
ging all file transfersthathave beencompleted.Our inten-
tion is to replacetheNCFTPusewith theupcomingGlobus
FTP libraries. This will enhancethe performanceof the
DataMoverModulebecauseof new featureslikepartialfile
transfers,parallel file streamingand better fault recovery
behavioursexpectedin the GlobusFTP. Figure1 givesthe
completepictureof thefile transfer.

3.3 Security Module

Security is one of the main concernsin a Grid. Allow-
ing peoplefrom outsideone’s domainto usethe resources
is a big issuefor most organisations. Sensitivity of data
andunauthoriseduseof network bandwidthto transferhuge
filesarethemainsecurityissueswearedealingwith. Thisis



takencareby theSecurityModule. It is basedontheGlobus
SecurityInfrastructurewhich is an implementationof the
GenericSecurityService(GSS)API. It usesthePublicKey
Infrastructureasthe underlyingmechanism.The Security
Module provides methodsto acquirecredentials,initiate
context establishmenton theclient sideandacceptcontext
establishmentrequestson theserver side(context is estab-
lishedto authenticatetheclient),encryptinganddecrypting
messagesandclient authorisation.Theserverauthenticates
andauthorisesany clientbeforeservicingits request,hence,
thesoftwareprotectsasitefrom any un-wantedfile transfers
andblocksany un-authorisedrequests.

3.4 Request Manager Module

Every client-server systemhasto have a way to generate
requestson the client side and interprettheserequestson
theserverside.TheRequestManagerModuledoesexactly
that. It containsseveralrequestgenerator/handlerpairsand
morecanbeaddedfor customiseduse.Thismoduleisbased
on the GlobusDC library which providesmethodsto con-
vert databetweendifferent formatssupportedby variable
machinearchitectures.The requestsare generatedon the
client sideby stuffing abuffer with theappropriatefunction
handler, which is to becalledon theserverend,andany ar-
gumentsrequiredby that function. On the server sidethis
buffer is unfoldedandthedatatypesareconvertedaccord-
ing to the local architecture.Finally, the respective func-
tion is calledwith thegivenarguments.TheRequestMan-
agerModulebasicallymimicsa limited RemoteProcedure
Call (RPC)functionalitywith theadvantageof beinglight-
weightandextensible.

3.5 Database Manager Module

This is themodulewhich interactswith theactualDatabase
ManagementSystem(DBMS). The module relies on the
APIs providedby the particulardatastoragesystembeing
used.In ourcasetheDBMSof choiceis theObjectivity/DB,
hencewe useObjectivity’sAPIs to implementthis module.
To useGDMP in a differentsystem,this is the only mod-
ule which hasto beswappedby theonewhich caninteract
with thespecificDBMS. Thefunctionalityincludesretriev-
ing thedatabasecatalogue,containinginformationaboutthe
files currentlypresentin thedatabase,andattachingfiles to
the DBMS oncethey arrive on theclient sideandarevali-
dated.

3.6 The GDMP Applications

GDMPincludessomeapplicationswhicharethecustomers
of the servicesprovided by the above outlined modules.
Theseapplicationsincludevariousclientsandoneserver.

3.6.1 The GDMP server

TheGDMP server is a daemonconstantlyrunningon sites
which producedataor want to export their data to other
sites. We expect a large numberof clients connectingto
theGDMPserver from all over theglobe,transferringhuge
files which might take daysto completethetransfer. Under
suchconditionstheserver is requiredto bevery robust,ex-
tremelyfault tolerantandableto copewith multiple clients
simultaneously.

Theserver itself usesthecommunicationmodulefor re-
ceiving requestsfrom applicationclients. Sincethreadcre-
ationis rathertimeconsuming,theserverusesathreadpool
with a certain amountof threadswhich can be adapted.
Eachtime a client is connecting,a threadis allocatedto
a singleclient. This is againa performanceaspect,since
theclientandtheservercancommunicateoveroneconnec-
tion channelaslong astheclient is connectedto theserver.
Whenthe client disconnects,i.e. the applicationprogram
terminates,thesocketconnectionis closedandthethreadis
returnedto thethread-pool.

For eachclient onethreadis used.Thus,the numberof
threadsin theserver correspondsto thenumberof concur-
rentconnectionsto theserver. If no freethreadis available,
the client’s requestis put into a waiting queue. As soon
as one threadterminates,the first requestin the queueis
served. Thenumberof elementsin thequeuecanbeseton
compilationtime of theserver.

Like a client application,alsoa server requiresa proxy
to be running. The server usesa dedicatedserver certifi-
catewhich is includedin the GDMP softwaredistribution.
Thus,whena server is started,the requiredGrid proxy is
gainedautomatically. With the sameaccountalsoGDMP
client applicationscanbestartedbut they needto get their
own proxy basedon thecurrentuser. Moreover, theserver
needsto have accessto the local grid-mapfileof the site.
The grid-mapfilecanbe given asan input parameteror a
default locationwill bechosenon startingtheserver. Note
that eachGDMP applicationthat requesta servicefrom a
remotesite hasto authenticateat the server. Only if the
client passesthe authenticationprocedure,a connectionto
theserver is established.Any outputor errormessagefrom
theserver is loggedin acorrespondingfile.

3.6.2 Client Application Programs

An application program is sending a request through
the RequestManager to any other module that serves
the user request. For instance, a user starts the tool"$#$%'& ($)$&$*,+$-/.$0$) 12+3*$) "$)$0 which internally formulatesa
requestthat is generatedby the RequestManager. This
moduleusesthe GlobusDataConversionlibrary for trans-
formingarequestinto abytestringfor internalsocketcom-
municationin the communicationmodule. The commu-
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nicationmodulethencommunicatesthe requiredinforma-
tion to the server, which usesthe Data Mover moduleto
transferthefile from siteA to siteB. Oncethefile is trans-
ferred,it hasto beintegratedinto thelocal Objectivity fed-
eration. Sincethis is a very databasespecificfunction, the
DB-Managertakescareof vendorspecificfeaturesfor in-
tegrating files. Thus, the DB-Manageris very specificto
thedatastoragerequirementsof theend-userandcurrently
tightly coupledto Objectivity. However, the DB-Manager
is extensibleto any databasemanagementsystemor other
storagesystemslike Root[15] which is usedby severalex-
perimentsin theHEPcommunity.

Sinceall theaccessto datahasto bedonein a secureen-
vironment,a client hasto be authorisedandauthenticated
beforehecanrequestaservicefrom theserver. A clienthas
to havea Globusproxy runningin orderto starttheauthen-
tication processwhich is handledby the securitymodule
thatis basedonGSI,theGlobalSecurityInfrastructure.We
usethe single login procedurewhich is available through
Globus, i.e. oncea client hassuccessfullygot the proxy
on onemachine,hecansendrequeststo any serverwithout
any further password entering(provided the local client is
authorisedto accesstheserver).

Figure2 shows thecurrentarchitectureandall themod-
ulesof thesoftware.On top of thearchitecturewe have the
Globus application,which canbe multi-threaded.All the
softwaremodulesarewritten in C++andrunonSolaris2.6,
7 andLinux RedHat6.1.

Theclientsprovide command-linetools to theusers,of-
fering different functionalities. Thesebasicallyact as the
userinterfaceto GDMP. Eachclient is customisedto per-
form a specific task by communicatingwith the remote
server(s).

4 Replication Policies and the Data Model

The GDMP software tool performs automatic, asyn-
chronousreplicationof Objectivity databasefiles in a Data
Grid environment. Currently the software is restrictedto
replicateObjectivity/DB files only, but future extensions
will allow to replicatefiles of any datatype. The restric-
tion to replicateonly Objectivity files owes to the useof
native Objectivity federationcatalogueto handlefiles in
GDMP. Oncethe Objectivity file catalogueis replacedby
theannouncedGlobusReplicaCatalogue[7], a moreflexi-
ble replicationmodelcanbesupported.

4.1 Interfacing with the Data Production Soft-
ware

In principle,a site,whereObjectivity files arewritten, has
to trigger the GDMP softwarewhich notifiesall the ”sub-
scriber”sitesin theGrid aboutthenew files. It is therespon-
sibility of the dataproductionsoftware to trigger GDMP
only aftertheObjectivity fileshavebeencompletelywritten
andarereadyto betransported.In detail, thedataproduc-
tion softwareat the local site usesthe command-linetools
providedby theGDMP software.

The ”subscriber”(destination)sitesreceive a list of all
thenew files availableat thesourcesiteandcandetermine
themselveswhento startthe actualdatatransfer. The data
transferis done with a WU-FTP server and an NC-FTP
client. Sincethe usageof differentmachinesin a Grid is
a big securityissue,a userhasto be authenticatedandau-
thorisedbeforecontactingany remotesite. Thesecurityis
basedon theGSIsecuritytoolkit availablefrom Globus.

4.2 File Catalogues and a Subscription Model

We now elaboratehow GDMPmanagesthetransferof files
andtheir integrationinto theObjectivity catalogue.We il-
lustratethedataflow by aproducer-consumerexample.The
produceris thesitewhereoneor severalObjectivity filesare
written, andtheconsumeris thesite thatwantsto replicate
thesefiles locally. Oncetheproducerhasfinishedwriting a
setof files(or justasinglefile), it publishesthisinformation
by creatingandsendinganexport catalogue to all the”sub-
scribed”consumers.The export cataloguehasa listing of
all the newly generatedfiles andtheir relatedinformation.
Theconsumercreatesan import catalogue whereit lists all
thefiles thatarepublishedby theproducerandhavenot yet
beentransferedto theconsumersite.Figure3 illustratesthis
modelgraphically.

Thecurrentlyimplementedreplicationpolicy is anasyn-
chronousreplicationmechanismwith asubscriptionmodel.
A producercan chooseat what time new files are writ-
ten into theexport catalogueandthusmadepublicly avail-
able for consumers.Hence,the producercan decidethe
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degreeof dataconsistency by delayingthe publicationof
new files. In the exampleabove we only have one con-
sumerfor demonstrationpurpose. In reality, the number
of consumerscanbeinfinite anddependson theamountof
sitesin the Grid. The subscriptionmodelenablesthat the
subscribedconsumersgetinformedimmediatelywhennew
files arepublishedin theexport catalogue.Eachconsumer
that wantsbe be notified aboutchangesin the producer’s
export catalogue,subscribesto a producer. Dependingon
thedegreeof interestin aproducer’sdata,consumersmight
wantto subscribeto only someof theproducersin theGrid.

Sincethe dataexchangedhasto be donein a controlled
andsecureway, a consumerfirst hasto be“registeredGrid
user”at theproducersite,i.e. theuserhasto beaddedto the
grid-mapfilesof the producersite. Thesefiles containall
theuserswho areallowedto talk to GDMP serversrunning
on a site. Thusa producerhastotal control over who sub-
scribesto andtransfersfiles from its site.Oncethis is done,
aconsumeris allowedto subscribeto theproducersite.The
producerthenaddsthenew consumerandits relatedinfor-
mationin a file calledhost-list.

Once a producer has decided to publish the
new entries made in the export catalogue (the tool"'#$%$& &$4'5$*2+$6/7 -/.$0$.'*$8$"$4$) is used), the producersends
thewholeexportcatalogueto all thesubscribedconsumers.
At theconsumersite,theGDMPsoftwarecreatesthecorre-
spondingentriesin local import catalogueof theconsumer.
The export cataloguecan be regardedas an intermediate
buffer that containsa list of newly createdfiles. In more
detail, the current Objectivity federation1 catalogueand
the old catalogue(the one which was available sincethe
latestpublicationof the catalogue)are comparedand the
files which arenew areinsertedinto the export catalogue.

1A federationis the highestgranularityof storingdatain Objectivity.
A federationconsistsof several databasefiles which are managedby a
federationcatalogue.
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Theexport catalogueonly containsnewly createdfiles and
doesnot propagateinformationaboutdeletingof files. This
is regardedas a HEP-specificfeaturewherefiles are not
deletedbut versionsof old filesarecreated.

Theexport catalogue containsthenecessaryinformation
aboutthenew files (host-name,port, filenamewith full di-
rectorypath). Theconsumercanthendecidewhento start
thefile transferfrom theproducerto theconsumersitewith
the tool "$#$%'& ($)$&'*2+$-/.$0') 12+3*$) "$)$0 . The tool readsthe
import catalogueandstartsFTP sessionsto get the neces-
saryfile. Onceafile hassafelyarrivedandis integratedinto
thelocalObjectivity federation,thefile entryis deletedfrom
the import catalogue.Section5 describeswhat happensin
caseof brokenconnectionsandnetwork failures.

Every transferof a file, either successfullyor not suc-
cessfullydone,is loggedin a file called ($)$&'*2+$-/.$0'):9;*$8$" .
Figure4 shows thecontrolflow for acatalogueupdate.

4.3 Partial Replication: Filtering Files

GDMP allows a partial-replicationmodelwherenot all the
availablefiles in a federationarereplicated.In otherwords,
one or several filter criteria can be applied to the import
and/orexport cataloguein order to sieve out certainfiles.
For instance,a site only wantsto make the files contain-
ing the word “Muon” in the filename,publicly available.
Hence,theexportcatalogue,whichcontainsall thefilesthat
a sitewantsto publish,hasto befilteredandfiles thatcon-
tain thefilter criteriumaredeleted.A sitethatwantsto get
files from othersitescanaswell choosewhichfiles it wants
to get. In this casethefilter hasto beappliedon theimport
catalogue.Thisallowsfor apartialreplicationmodelwhere
theproduceraswell asthe consumercanlimit theamount
of files to bereplicated.

One or several criteria can be created for the
import as well as for the export catalogue with
the tool "'#$%$& 12+3*$0$)$( -/.$0$.$*'8$"$4$) . The citeria are
stored in the files )$02-/<,+/%$&$8$('0 -/.'0$.$*$8$"'4$) 12+/*$0$)'( and



)'02-/<$)$='&$8$($0 -/.$0$.'*$8$"$4$) 12+3*$0$)$( .

4.4 The Role of a Site in the Data Grid

In our exampleabove we distinguishbetweena producer
andaconsumersitein orderto illustratethedataflow. How-
ever, eachsitein a DataGrid canproducenew files andget
files from othersites,i.e. a sitecanbeproduceranda con-
sumer. Thus,eachsitemanagesanimport cataloguewhere
it storesavailablefile informationfrom othersites,andan
export cataloguewhereis publishesfilescreatedby itself.

4.5 Dealing with Storage Limitations

Distributedsitesmay not have a tapesubsystem.In other
words,GDMPdoesnotneedatapesubsystemtowork prop-
erly. In sucha case,theHPSSandtheCDRareleft out and
the ORCA productionsoftwaredirectly interactswith the
GDMP softwareby calling theGDMP clients.

A sitemayrun out of storagespaceandhencesomefiles
have to bedeletedwhensuccessfullyreplicatedto thedes-
tination site. Thereis an option in "$#$%$& "$)$0 -/.'0$.$*$8$"'4$)
which allows to fetchthewholecatalogueof a remotesite.
Basedon the catalogue,a producersite candecidewhich
files to delete. When "$#$%$& "$)$0 -/.'0$.$*$8$"'4$) is usedwith-
out a parameter, animport catalogueis created.

5 Fault tolerance and failure recovery

5.1 Site Failures

In a distributedsystemwe canidentify several sourcesfor
errors. On the onehand,therearehardwareerrorslike a
physically broken network cable,a broken network card,
processororany otherpieceof hardware.Ontheotherhand,
a part of the software systemcan have a failure. For in-
stance,theFTPserverdies,thefile systemcrashesor some
otherpart of the GDMP softwaredoesnot work properly.
In any of thesecasestheconnectionbetweenthedistributed
clientsandserversis broken. We refer to sucha failureas
theconnection is broken anddonotdistinguishbetweenthe
differentreasonsfor this failure.Wewantto emphasisethat
the communicationis broken and the messageor control
flow cannotbe continued. For instance,in caseof a bro-
kenconnectionanywherebetweensiteA andsiteB, siteA
cannotpublishits catalogueto siteB.

In thecurrentversionof GDMP, eachsiteis itself respon-
sible for gettingthe latestinformationfrom any othersite.
This is alsoexpressedby the subscriptionsystem,wherea
sitehasto explicitly subscribeto anothersitein orderto get
thefile catalogue.Furthermore,whenasiterecognisesa lo-
cal errorwhich hascausedthebrokenconnection,this site
hasto requestfrom the peersite the requiredinformation.
A sitewhichpublishesinformationto asubscribedsitedoes

not re-sendinformation nor logs that a site could not re-
ceive theinformation.A sitecanretry to sendthemessage
againto the destinationsite within a particulartime frame
which canbesetby a timeoutparameter. If the re-sending
failsagain,thesendingsitesstopstrying to contactthesites
andhandsover the responsibilityto the destinationsite to
recover from thebrokenconnection.

To sumup, the policy is the following. Eachsite hasto
be awareof its state(connectionokay or broken). Thenit
hasto searchfor the origin of the brokenconnection.If it
detectsthat the error is on the own site, is hasto recover
otherwisethepeersiteis responsiblefor failurerecovery.

5.2 Recovery from Site Failures

A site can be unavailable for several hoursor even days.
Meanwhile several producerscan have createdand pub-
lishedfiles,andtheentriesin theexport cataloguesmayal-
readyhavebeenoverwritten.Recallthata producerdeletes
the entriesfrom the export catalogueonce the catalogue
hasbeensuccessfullypublishedto at leastoneconsumer.
A consumercan recover from the site failure by issuing
thecommand"'#$%$& "$)'0 -/.$0$.'*$8$"$4$) . Oncea producersite
has publishedits catalogue,the catalogueis available to
be transferredto any consumer’s site. GDMP at the con-
sumersite thencomparesthe consumerandproducercat-
alogueand createsthe necessaryinformation in the con-
sumer’s import catalogue. Possiblemultiple appearances
of files aredeletedin orderto keepthe import catalogue’s
entriesunique.

Theprocessof successfullyreplicationanObjectivity file
from onesiteto anothersiteconsistsof thefollowing three
steps:

1. transferthefile via FTPto thelocal site

2. attachthe file to the local Objectivity federationvia
ooattachdb

3. deletethefile from theimport catalogue

This is alsotheorderin which theGDMP softwaredoes
the single replicationsteps. In the caseof a broken con-
nection,re-sendingof several files is not neededsinceas
soonasa file arrivessafelyat the destinationsite, the file
is attachedandthefile entryis deletedfrom theimport cat-
alogueimmediately. Only the file which is currentlybeen
sentwhenthenetwork connectionbreaks,hasto beresent.
Sincetheimplementationof WU-FTPhasa “resumetrans-
fer” feature,not eventhewholefile hasto betransferedbut
only the part of the file that is still missingsincethe last
checkpoint in thefile. Thisallowsfor anoptimalutilisation
of thebandwidthin caseof network errors.

Otherpossibleerrors: A site may publisha file several
times and export it to other sites. In order to have files



only uniquelytransferred,eachsitechecksautomaticallyif
the file in the local import cataloguedoesnot alreadyap-
pearin thefederationcatalogue.Furthermore,severalsites
canpublishthesamefile to a specificsite two times. Con-
sequently, on creationof the import catalogue,the system
checksif thefile to beenteredis unique.Only if this is the
case,anew file is insertedinto theimport catalogue.

6 Experimental Results

Werearecurrentlystill working on someperformanceim-
provementsandwill put in the performanceresultsby end
October.

7 Conclusion and Future Work

We havebeendevelopinga datareplicationtool thatallows
for secureandfastdatatransfersoverthewide-areanetwork
in aDataGridenvironment.With ourproductionreadysoft-
warewe have proventhatGlobuscanbeusedasa middle-
waretoolkit in a DataGrid. This hasbeena pioneerstepin
the directionof a DataGrid andto the bestof our knowl-
edgefirst softwareapproachwherea wide-areareplication
tool basedon Globus is usedin a productionsystem.Fur-
thermore,this work canalsoberegardedasanevaluatorof
Grid tools andthushasvaluableinput for otherDataGrid
activities likePPDGandGriPhyN.

The currentarchitectureis restrictedto Objectivity files
but thesystemis keptflexible andextensibleto includethe
announcedGlobusReplicationManager. Oncethis is inte-
grated,wecanprovideareplicationmechanismfor any kind
of files andthereplicacatalogueis managedby theGlobus
toolkit.

Moreover, in oneof thenext releasesof GDMP we plan
to includean object-level replicationfacility. This allows
for a flexible asynchronousreplicationmechanismsfor sin-
gle Objectivity objectsandsupportsend-userphysicsanal-
ysis on singleworkstations.Basedon useraccesspatterns
to the Objectivity datastore,local replicaswill be created
on demandin orderto have fasteraccessto data.

The currentGDMP architectureonly satisfiesthe needs
for replicationanddoesnot includecomputationalGrid as-
pects.Wewill extendtheGDMPfunctionalityby ajob sub-
missionandschedulingtaskstaticloadbalancing.We will
exploit the inherentparallelismof dataproductionjobs in
High Energy Physics.
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